
 

 

Concept Note 

Capacity Building Programme on Cybersecurity and Artificial Intelligence  

Background 

With the increasing reliance on digital infrastructure in education, Cybersecurity (CS) has 

become a critical component to ensure the safety and integrity of educational systems. 

Educational institutions, including universities and colleges, are rapidly adopting online 

platforms, digital resources, and cloud-based services for administration, research, and 

teaching. This digital transformation, while enabling more accessible and innovative 

educational experiences, also exposes institutions to significant cybersecurity threats. 

Parallelly, Artificial Intelligence (AI) is emerging as a powerful tool in transforming 

educational paradigms, fostering an environment of innovation and preparing students 

for future challenges. It will not only enhance faculty expertise but also promotes 

interdisciplinary collaboration, ensuring that institutions remain at the forefront of 

educational excellence. On various occasion, Hon'ble Prime Minister has emphasized the 

critical importance of cybersecurity and the role of artificial intelligence (AI) in modern 

education.  

Introduction 

National Education Policy 2020 (NEP 2020) inter alia stipulates that the world is 

undergoing rapid changes in the knowledge landscape. With various dramatic scientific 

and technological advances, such as the rise of big data, machine learning, and artificial 

intelligence, many unskilled jobs worldwide may be taken over by machines, while the 

need for a skilled workforce, will be increasingly in greater demand. NEP 2020 highlights 

the importance of integrating technology in education, including cybersecurity and 

artificial intelligence (AI). Following are the relevant points concerning training for 

faculty: 

i. Digital Literacy: NEP 2020 emphasizes the need for enhancing digital literacy 

among educators. This includes understanding the basics of cybersecurity to 

protect data and privacy. 

ii. Incorporation of Technology: The policy encourages the use of AI and other 

emerging technologies in education. Faculty and staff training in these areas is 

essential for effective implementation and integration into the curriculum and 

administrative processes. 

iii. Capacity Building: NEP 2020 advocates for continuous professional development, 

suggesting that training programs should include components on cybersecurity 

protocols and the ethical use of AI in educational settings. 

iv. Collaboration with Institutions: The policy mentions collaboration with relevant 

institutions and organizations to provide training and resources, ensuring faculty 

and staff are well-versed in current technologies and practices. 



 

 

v. Research and Development: Encouraging research in the fields of AI and 

cybersecurity is also a focal point, implying that faculty should be trained not only 

in application but also in understanding the underlying principles and research 

methodologies. 

NEP 2020 underscores the necessity for a skilled workforce in education that is proficient 

inter-alia in cybersecurity and AI to enhance teaching, learning, and administrative 

efficiency. This ToT program on Cyber Security and Artificial Intelligence for Teachers 

through Prompting is an innovative step towards integrating CS & AI into educational 

practices. By empowering teachers with CS & AI skills, we can foster a more effective, 

engaging, and personalized learning environment in higher education, aligning with the 

broader goals of NEP 2020 and the Malaviya Mission. 

Accordingly, following capacity building programs for faculty, administrators and policy 

makers of HEIs have been conceptualised under the aegis of Malaviya Mission Teacher 

Training Programme (MMTTP) to address the key elements of NEP 2020 with a specific 

focus on: - 

(i) Capacity Building Program on Cybersecurity  

(ii) Capacity Building Program on Artificial Intelligence 

(i) Capacity Building Program on Cybersecurity 

As India advances in its digital transformation, it is equally necessary to stress upon the 

cybersecurity and empowering faculty and administrators with the tools for digital safety. 

To protect the nation’s digital assets and ensure a secure educational environment, the 

program envisages a comprehensive training to equip faculty with essential cybersecurity 

knowledge and best practices for safeguarding sensitive information. Accordingly, the 

program shall endeavour for the following: - 

i. Cybersecurity Training Programs: providing comprehensive training for 

educators on cybersecurity best practices to protect sensitive information and 

digital assets. 

ii. Curriculum Development: Incorporating cybersecurity awareness and skills into 

teacher training programs, ensuring faculty are equipped to educate students on 

this critical topic. 

iii. Collaboration with Experts: Partnering with cybersecurity experts and institutions 

to develop resources and training materials tailored for educators. 

iv. Promoting Safe Digital Practices: Encouraging faculty to adopt and promote safe 

online practices within their institutions, fostering a culture of cybersecurity 

awareness among students. 

Objectives of Capacity Building Program on Cybersecurity:  



 

 

• Increase awareness of cybersecurity threats and vulnerabilities specific to 

educational institutions. 

• Equip faculty with best practices for online safety, including password 

management, secure communications, and data protection. 

• Educate faculty on safe online behaviours and practices to ensure a secure learning 

environment. 

• Train faculty on how to respond effectively to cybersecurity incidents, including 

reporting protocols and mitigation strategies. 

• Protect academic resources and sensitive student information from cyber threats, 

ensuring the integrity of academic programs. 

• Encourage a culture of cybersecurity awareness across the institution, promoting 

shared responsibility among faculty and staff. 

• Equip institutions with trained faculty who can advocate for cybersecurity 

measures and policies. 

Expected Outputs & Outcomes of Capacity Building Program on Cybersecurity:  

• Increased Awareness: Faculty members will have a heightened awareness of 

cybersecurity threats and vulnerabilities specific to the educational sector. 

• Improved Cyber Hygiene: Faculty will adopt best practices for online safety, 

leading to enhanced password management, secure communications, and data 

protection measures. 

• Enhanced Teaching Capabilities: Educators will be equipped to teach students 

about cybersecurity, integrating it into their lessons and promoting a culture of 

digital safety. 

• Effective Incident Management: Faculty will be able to respond effectively to 

cybersecurity incidents, minimizing potential damage and ensuring prompt 

reporting. 

• Protection of Academic Resources: Increased protection of academic resources and 

sensitive student information, contributing to the integrity and reliability of 

educational programs. 

• Institutional Culture Shift: A shift towards a culture of cybersecurity awareness 

within educational institutions, promoting shared responsibility among faculty, 

staff, and students. 

• Advocacy for Cybersecurity Policies: Trained faculty will advocate for stronger 

cybersecurity measures and policies at their institutions, influencing overall 

governance. 

• Long-Term Resilience: Educational institutions will build long-term resilience 

against cyber threats, fostering a secure learning environment that supports digital 

transformation. 

(ii) Capacity Building Program on Artificial Intelligence for Faculty and Academic Leaders 

Role of artificial intelligence (AI) in education, particularly in enhancing the capabilities 

of faculty and Academic leaders is very critical. Initiatives aimed at integrating AI into 



 

 

teacher training programs, developing AI-driven educational tools, and promoting 

research in AI to improve teaching methodologies will equip Higher Education eco-

system in enhancing over all quality. The program shall endeavour for the following: 

(i) Training Programs: Launch of specialized training programs for educators to 

enhance their understanding and teaching capabilities in AI, fostering a skilled 

workforce. 

(ii) Collaboration with Institutions: Partnerships with leading technology companies 

and universities to provide resources, training modules, and real-world 

applications of AI. 

(iii) Research and Innovation: Promotion of AI research in academic institutions, 

encouraging faculty and academic leaders to engage in innovative projects and 

collaborations. 

(iv) Focus on Inclusivity: Ensuring that AI training is accessible to a diverse range of 

academic leaders and faculty, including those from underrepresented 

backgrounds. 

(v) Skill Development Initiatives: Integration of AI training within broader skill 

development initiatives to prepare students for future job markets. 

Objectives of Capacity Building Program on Artificial Intelligence: 

(i) Ensure that AI training programs support the goals of the National Education 

Policy (NEP) 2020, which emphasizes holistic, multidisciplinary education, 

critical thinking, and the integration of technology. 

(ii) Equip faculty and academic leaders with advanced AI knowledge and skills to 

enhance their teaching methodologies and educational practices. 

(iii) Establish a standardized AI curriculum across higher education institutions to 

improve the quality and consistency of AI education. 

(iv) Promote a culture of research and innovation in AI among faculty, enabling them 

to engage in cutting-edge projects that contribute to the field. 

(v) Foster a mindset of continuous/lifelong learning among educators, encouraging 

them to stay updated with AI advancements and educational technologies. 

(vi) Ensure that AI training programs are accessible to a diverse range of faculty and 

academic leaders, promoting equity in educational opportunities. 

(vii) Integrate AI training within broader skill development initiatives to prepare 

students for future careers in an AI-driven world. 

Expected Outputs & Outcomes of Capacity Building Program on Artificial Intelligence: 

(i) Enhanced Teaching Quality: Faculty will implement innovative teaching 

methodologies informed by AI, resulting in improved student engagement and 

learning outcomes. 

(ii) Standardized AI Literacy: A consistent level of AI knowledge among educators 

will lead to a more informed and capable academic workforce. 



 

 

(iii) Increased Research Output: Greater faculty engagement in AI-related research 

will result in innovative projects, publications, and collaborations, positioning 

institutions as leaders in AI research. 

(iv) Collaborative Partnerships: Stronger ties with technology companies and 

research institutions will provide resources, expertise, and real-world 

applications for faculty and students. 

(v) Diverse Academic Environment: A more inclusive training framework will 

ensure diverse perspectives in AI education, enriching the learning experience for 

all students. 

(vi) Skilled Graduates: Students will graduate with the competencies needed to 

thrive in AI-related fields, aligning their skills with market demands. 

(vii) Contribution to National Goals: By integrating AI into teacher training program, 

HEIs will contribute in fulfilling the vision of Viksit Bharat. 

Host Institutions/ Implementing agency for Capacity Building Programs on 

Cybersecurity and Artificial Intelligence:  

Initially, IIT Madras and IIT Ropar have been identified for conducting Capacity Building 

Program on Cybersecurity and Capacity Building Program on Artificial Intelligence 

respectively based on their proposals and institutional core strength.  

Other eminent Institutions may also be identified for conducting these Capacity Building 

Programs, if required, subject to approval of PAB.  

Implementation Framework for Capacity Building Programs on Cybersecurity and 

Artificial Intelligence: 

All host institutes can exercise autonomy in assigning facilitators, setting syllabi, and 

developing pedagogical approaches in accordance with the following standardised 

programme modalities: 

a. Participants – Faculty from centrally-funded institutes and State Universities for 

Capacity Building Programme on Cyber Security; Faculty and Academic Leaders 

for Capacity Building Programme on Artificial Intelligence. 

b. Eligibility for Nomination / Selection –Regular faculty OR faculty performing 

non-academic work such as Registrar, Dean, Controller of Exam etc.  

c. Batch size – Upto 100 participants per batch  

 

d. No. of programs – Minimum 9 in a year (6 Basic/Foundation Level + 3 

Intermediate/Advanced) 

e. Mode of delivery & duration – 5 + 5 days (online) 

i. Basic/Foundation Level -5 days (35 hours total) 

ii. Intermediate/Advanced Level - 5 days (35 hours total) 

 



 

 

Note: Successful completion of the Basic/Foundation course is mandatory for enrolment in 

the Intermediate/Advanced course. 

 

f. Modules – Host institutions will have full autonomy to design curriculum and 

pedagogy of the programme relevance to theme (Cyber Security/ Artificial 

Intelligence)  

 

g. Engagement - Pre-training micro-learning via WhatsApp/mail to familiarize 

participants with course objectives. 

 

h. Assessment and certificate of participation – The host institution shall assess the 

learning outcomes of the participants. Upon successful completion of the 

programme, Host Institution shall award a certificate of completion under the aegis 

of Malaviya Mission Teacher Training Programme (MMTTP). Assessment is 

primarily to see effectiveness of the delivery and feedback to the participants. 

 

Feedback Mechanism - Participants are required to fill in the feedback form after each 

programme. 
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1 Capacity Building Program on Artificial Intelligence for Faculty Members 

(i) 
Artificial Intelligence Essential 

(Foundation Course) 
3,60,000 12 1200 43,20,000 1 

IIT 

Ropar 
(ii) 

AI Prompting - tricks in the trade: 

(Advanced Course) 
4,05,000 6 600 24,30,000 1 

2 Capacity Building Program on Artificial Intelligence for Academic Leaders 

(i) 
Artificial Intelligence Essential 

(Foundation Course) 
3,60,000 12 1200 43,20,000 1 

IIT 

Ropar 
(ii) 

AI Prompting - tricks in the trade: 

(Advanced Course) 
4,05,000 6 600 24,30,000 1 

3 Capacity Building Program on Cyber Security for Faculty 



 

 

(i) 
Cyber security Essentials –  

(Basic Course) 
3,60,000 12 2400 43,20,000 1 

IIT 

Madras  
(ii) 

Cyber Security Essentials – 

(Intermediate Course) 
4,05,000 6 1200 24,30,000 1 

* cost includes all expenses and taxes, if any 

Impact 

Cybersecurity training for faculty in higher education is crucial in an increasingly digital 

landscape, as it equips educators with the skills needed to protect sensitive data and 

maintain the integrity of academic systems. This training not only enhances faculty 

awareness of potential cyber threats but also fosters a culture of security within the 

institution.  
 

Furthermore, incorporating Artificial Intelligence into training programs can personalize 

learning experiences, adapt to individual knowledge levels, and provide real-time 

feedback, thereby improving the effectiveness of the training.  
 

Together, these initiatives are expected to empower faculty to safeguard educational 

environments while promoting a proactive approach to cybersecurity, ultimately 

enhancing the overall resilience of higher education institutions against cyber threats. 

Faculty trained under this initiative will serve as ambassadors, cascading knowledge 

within their institutions and across the education sector, reinforcing the HEI’s 

preparedness. 

*** 

 


